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Al AND ML TERMS AND DEFINITIONS

Deduction,
Reasoning

Natural Language
Processing
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LN — Analysis is primarily by matrix multiplications.

Output o
— Weights have to be "learned", they are not pre-
nputi & defined:
Weights w; of the inputs i; determine their impact on the output o. " DEfaU“: Values f()r i07 i‘I’ 0- training data
® = Minimization of the error across all values — back
propagation
— o7 |
> O (0) =——> — The first models of artificial neural networks were
—_ (D described as long ago as the 1940s, major break-
G through in the last 5 years.

provided by Dake, Mysid under CC-BY 3.0
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DEEP LEARNING
NEURONAL NETWORKS WITH MANY HIERARCHICAL LAYERS

|dea of the 1980, current success due to
,What is this?“

— new algorithms for training of networks,

— availability of huge amount of data as training
sets (e.g. image databases), and

— high performance, parallel

hardware accelerators IMAGENET
CHALLENGE

(GPUs, TPUs).
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TYPICAL METHODS OF MACHINE LEARNING

Example (classification):

4 @ Training O Leaning
data with the boundary
labels ® o

Type 2
Tyge 1 o o p °

o‘o. 90=? -

Attribute 1

Attribute 2

B
»

Supervised learning
— Learning from associations of data

— Classification: Distinction of
discrete classes/types

— Regression: Forecasting of
continuous functions
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Focus in this talk: supervised deep learning
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AUTOMATED DRIVING: FROM HANDS-ON TO MAN-OFF

Human Transition of Responsibility Machine

Level 3 Level 4 Level 5

Readiness for No Driver Action No Dri
Take-Over O BHVEr

Take-Over No Take-Over Request
Request

Hands off Hands off Hands off
Eyes off Mind off Man off

Highway Urban

WY

Automated Driving
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ARTIFICIAL INTELLIGENCE IS THE KEY TO AUTOMATED DRIVING

ON-BOARD OFF-BOARD

----------------- LABELING OF TRAINING DATA
FLEET .

SENSING FUSION , SCENE UNDERSTANDING DATA UPTO
500 PB/A

BACKEND
SIMULATION AND SIGN-OFF
------------- . ! \ . A

MODEL e e S S
UPDATE / S /(\
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SAFETY IS CRUCIAL FOR SUCCESS OF AUTONOMOUS DRIVING

"N

— Shai Shalev-Shwartz, CTO MobilEye: “Safety and Scalability contain the risk of ‘Winter of autonomous vehicles’.” — similar to
the “Winter of Al”."

— Classic safety standards are based of a ,,4 plus 1“ principle:2

3. Provide that the software satisfies the safety requirements
4. ldentify and mitigate hazards from the software

— “The confidence established in addressing the software safety
principles shall be commensurate to the contribution of the software
to system risk.”

— Additionally, process quality is required

1 Shai Shalev-Schwartz et al.: On a Formal Model of Safe and Scalable Self-driving Cars, 2017.
2 The Safety of Autonomous Systems Working Group: Safety-Related Challenges for Autonomous Systems, 2018.
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SOLUTION CLASSES: REFERENCE INFORMATION AVAILABLE

— Class 1: A formal reference exists against which correctness of the ML output can be established.

ML algorithm

Example: Driving strategy
Formal reference: environment model data
Correctness criterion: e.g. keep distance

runtime verification
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— Class 2: No formal reference available / input inherently unstructured
— Means to guarantee reliability of ML solution itself are required

— Redundancy of independent channels, to reduce required
reliability of each individual channel

— Exhaustive / statistically relevant testing
— Process quality
— Further measures see following example
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ML algorithm 1 ST ML algorithm n

consolidation

!

Example: sensor fusion, scene understanding.
Formal reference: -
Correctness criterion: correct detection
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File Panels Help

&1 Interact | %3 Move Camera Focus Camera == Measure # 2D Pose Estimate + 2D Nav Goal @ Publish Point Ll -
D Displays (]
~ # Global Options E
Fixed Frame ego_vehicle_rear_axis
Background Color M 48; 48; 48
Frame Rate 30
Default Light v
v v Global Status: Ok
v/ Fixed Frame OK
» @ Grid v
» |& image

v & BMWObhiectDisnlav

Add

(25 Camera

e

(Y Time

ROS Time: 1556284447.19 ROS Elapsed: 4231.37 Wall Time: | 1556284447.22 Wall Elapsed: 4231.29 Experimental
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SAFETYALONG THE ENTIRE DEEP LEARNING DEVELOPMENT CHAIN

Data & Model

Monitoring Information
Evaluated/

Measured KPIs

System/SW Level DNN Training &
Requirements Validation
Y ¥ YY l
Functionality ) :
. —» e Monitor
Definition Data Set » DNN Evaluation
---_1|"-........'.' -_______________'IIF______________“. R R R ERRENERERE RN RN I NN - ----------.‘I—II--------
Definition Specificaion, Selection & Development & Evaluation Deployment & Monitoring
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Safety <
Artefacts
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EXEMPLARY SAFETY ARTIFACTS GENERATED DURING THE DNN
DEVELOPMENT CHAIN

Specification, Selection &

Definition Development & Evaluation Deployment & Monitoring

Preparation
& = = =
= = = =
> Safely |
Artefacts |
Definition Data Set Specification, Development & Deployment & Monitoring
Selection, Preparation Evaluation
Dataset Specification Refined Dataset Specification DNN Architecture Detecting unseen situations
Labeling Specification Refined Labeling Specification ~ Performance and Safety Performance and Safety KPI
KPI Report Monitoring
KPI Specification Labeled Dataset Data Set and Model
Baseline
Dataset KPI Report Software Code Baseline
Scripting tools
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= Deploying safe ML algorithm (incl. DNN) require mix of various safety measures along the whole development chain

= Further research is required to understand the safety insufficiencies of ML and identify counter-measures
= ML algorithms should not be considered as black boxes, but their intrinsic properties should be used
= Establish new methods and measures

SAFETY FIRST FOR
AUTOMATED DRIVING

= Extend safety standards to cover ML aspects

960 >ON
0600608

https:/lwww.press.bmwgroup.com/global/article/
attachment/T0298103EN/434404
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